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[1] The ocean surface rapidly exchanges heat, freshwater,
and gases with the atmosphere, but once water sinks into
the ocean interior, the inherited properties of seawater are
closely conserved. Previous water‐mass decompositions
have described the oceanic interior as being filled by just
a few different property combinations, or water masses.
Here we apply a new inversion technique to climatological
tracer distributions to find the pathways by which the ocean
is filled from over 10,000 surface regions, based on the dis-
cretization of the ocean surface at 2° by 2° resolution. The
volume of water originating from each surface location is
quantified in a global framework, and can be summarized
by the estimate that 15% of the surface area fills 85% of
the ocean interior volume. Ranked from largest to smallest,
the volume contributions scaled by surface area follow a
power‐law distribution with an exponent of −1.09 ± 0.03
that appears indicative of the advective‐diffusive filling
characteristics of the ocean circulation, as demonstrated
using a simple model. This work quantifies the connection
between the surface and interior ocean, allowing insight
into ocean composition, atmosphere‐ocean interaction, and
the transient response of the ocean to a changing climate.
Citation: Gebbie, G., and P. Huybers (2011), How is the ocean
fil led?, Geophys. Res. Lett . , 38 , L06604, doi:10.1029/
2011GL046769.

1. Introduction

[2] Traditionally, a handful of water masses having dis-
tinct hydrographic properties are called upon to describe the
composition of the ocean [e.g., Wüst, 1935; Warren, 1981],
where each water mass is defined by a characteristic set of
temperature, salinity, and other hydrographic properties.
The oceanic volume occupied by each water mass is typi-
cally estimated by inverting hydrographic measurements
[e.g., Tomczak, 1981; Mackas et al., 1987; Tomczak and
Large, 1989], but the results have proven sensitive to the
number and definition of the water masses. For example,
Broecker et al. [1998] used one hydrographic property to
distinguish between North Atlantic Deep Water and Ant-
arctic Bottom Water, finding that they contributed equally
to filling the deep Pacific. More recently, Johnson [2008]
decomposed the subthermocline world ocean into seven
water masses and found that Antarctic Bottom Water fills
two to three times more of the deep Pacific than North
Atlantic Deep Water. Another answer might be obtained if
more water masses were included, but traditional inverse

approaches are limited to distinguishing only as many water
masses as there are distinct water properties, and there is
little prospect of obtaining enough well‐measured global
tracers to resolve this issue using previous methods.

2. Method

[3] To circumvent this methodological roadblock, we
extend and apply a recently developed inverse technique
[Gebbie and Huybers, 2010], referred to as Total Matrix
Intercomparison (TMI). Like other water mass decomposi-
tions [e.g., Tomczak, 1999], TMI is based upon inverting
tracer conservation equations, but it is unique to this class of
methods in that it also accounts for the geography inter-
connecting the tracer observations in a more complete way.
More specifically, TMI diagnoses the pathways that connect
each interior box to every surface region of a discretized
ocean by following trails of similar water properties, where
directionality is determined using the telltale signs of
nutrient remineralization. Instead of solving for water mas-
ses that are defined by water properties, we seek a solution
in terms of water origins, where we distinguish waters last in
contact with a specific surface region of the ocean. TMI
yields an estimate of the interior ocean volume filled from
every surface gridbox resolved in a given dataset, thus
permitting a more detailed quantification than previously
available from observations.
[4] Each surface box is a source of water with a particular

set of property values, and as such, can be considered a
“water type” as defined by Tomczak and Large [1989].
Many surface boxes have similar properties, and thus,
interior ocean waters cannot be distinguished by these rel-
atively minor differences. The crucial additional step in this
study is to identify waters by their surface origin, and to
trace the constituents of each interior water back to the
surface location from which they originated. The degree to
which waters from adjacent locations can be distinguished is
addressed later.
[5] The information content in TMI is encapsulated in the

pathways matrix, A, derived fully by Gebbie and Huybers
[2010] and reviewed here. To obtain the matrix, we first
solve for the mass contribution made to each box by each of
its immediate neighbors using the same form as a traditional
water‐mass decomposition. In steady state, the tracer con-
centration in each boxmust satisfy, co =m1c1 +m2c2 +… + q,
where the m’s give the fractional mass contribution and q
represents internal sources for nonconservative tracers,
related by stoichiometric ratios of 1:15.5:‐170 for phosphate,
nitrate, and oxygen concentrations [Anderson and Sarmiento,
1994]. Each box has up to six neighbors and a biological
source term, giving seven unknowns constrained by the six
observed tracers and mass conservation. For ease of notation,
the mi and q unknown terms are combined in the vector,
x. Using a weighted, tapered, non‐negative least squares
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method [Lawson and Hanson, 1974], we solve the matrix
equation at each location: Ex + n = y, where E is a square
matrix, n is noise, and y is the observations. The weighting
accounts for data accuracy, and the non‐negativity constraint
enforces mass contributions and nonconservative sources to
be zero or greater. The local information is aggregated into a
single matrix equation,Ac = d, whereA contains them’s from
the local inversion, c is any tracer distribution, and d provides
the surface boundary conditions and interior source terms. The
global matrix A is square, full rank, and encapsulates the
influence of any ocean grid box on any other.
[6] The principles underlying TMI are straightforward, but

several complexities must be dealt with. To account for the
effects of the seasonal cycle, we apply TMI to observations
that represent late wintertime conditions by requiring that the
ocean be well‐mixed above the seasonally‐maximummixed‐
layer depth, as this depth is most indicative of the properties
transmitted into the ocean interior [Stommel, 1979]. Longer‐
term variations due to natural ocean‐atmosphere variability
and anthropogenic changes [Johnson and Orsi, 1997; Curry
and Mauritzen, 2005] are treated by allowing uncertainty in
the surface tracer concentrations that are explicitly solved
for. In the rare (<0.01%) case that climatological tracer
distributions do not provide enough independent informa-
tion, we seek the circulation with the minimum amount of
diapycnal mixing that still fits the observations. Furthermore,
small‐scale pathways along the ocean bottom are crucial for
obtaining a realistic circulation, and thus, sub‐gridscale
bottom flows off of continental shelves and through mid‐
ocean fracture zones are allowed (see Gebbie and Huybers
[2010] for more detail).
[7] We train TMI with the WOCE climatology of tem-

perature, salinity, phosphate, nitrate, and oxygen [Gouretski
and Koltermann, 2004] and the GISS oxygen‐18/oxygen‐16
isotope ratio [LeGrande and Schmidt, 2006] resolved at 2° ×
2° in the horizontal and 33 levels in the vertical. The result is
a steady‐state circulation estimate that fits the 1,746,936
tracer observations within their reported uncertainties (see
Figure S1 in auxiliary material).1 As a more stringent test,

we also analyze the consistency of this circulation estimate
with a tracer distribution withheld from the inversion, the
GEOSECS d13C observations [Craig and Turekian, 1980],
where the influence of biological fractionation of carbon is
accounted for by a 1.1‰ decrease in d13C for each 1 mmol/kg
increase in phosphate [Broecker and Maier‐Reimer, 1992].
The foregoing circulation estimate fits the withheld d13C
observations to within a standard error of approximately
0.2‰ at each depth level, consistent with the expected
measurement error and interlaboratory offsets inherent to the
data (Figure 1), suggesting robustness. As a side benefit,
TMI also yields a global estimate of the distribution of d13C
that should be superior to standard estimates that assume
isotropic spatial covariance. Additional tests of TMI using
synthetic model data also indicate substantial skill (see the
auxiliary material).

3. The Surface Origin of the Interior Ocean

[8] To estimate where all interior ocean waters were last
in communication with the surface, we track backward
along each pathway from the interior to the surface by
means of an extension to the TMI methodology. The total
volume, Vtot, originating from a surface box could be cal-
culated by dyeing the surface box and summing the product
of the dye concentration and the volume of each gridbox.
This calculation, however, is computationally intensive
because each surface location must be dyed in succession,
and instead we use the fact that Vtot is equal to the inverse
transpose of the A matrix multiplied by a vector, v, con-
taining gridbox volumes: Vtot = A−T v. This expression is
derived as a sensitivity or “adjoint” problem that gives all
the relevant information in one calculation (see auxiliary
material for the derivation).
[9] The number of surface origin sites that can be distin-

guished is only limited by the underlying spatial resolution
of the dataset and independence of the observations at that
resolution. One external parameter, the tapering coefficient
a, is added to TMI to remedy any lack of independence in
observations at 2° resolution. We find that the gridscale
variability and degree of smoothness of Figure 2 is sensitive
to this choice. Here, the strength of the tapering is deter-

Figure 1. A check of the skill of the TMI method. (left)
Section of estimated d13C from the TMI method along the
western Atlantic GEOSECS track (inset map). (right) The
mean difference (red) and standard deviation of the misfit
(blue) between the TMI estimate and observations, calcu-
lated in 500 meter bins, and plotted as a function of depth.

Figure 2. The surface sources of global ocean waters. Oce-
anic volume that has originated in each 2° by 2° surface
location (11,113 origination sites), scaled by the surface area
of each box to make an equivalent thickness, d. The color-
scale follows a base‐ten logarithm of the field. For refer-
ence, the colorbar includes the average depth of the ocean
(3.8 km), equal to the area‐weighted mean of d.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL046769.
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mined by the signal‐to‐noise ratio in the tracer observations
[Hansen, 1992], implemented so as to minimize diapycnal
mixing while guarding against fitting noise in the observa-
tions (see the auxiliary material for details).
[10] Our estimate of the origin of interior waters averages

across all production and destruction of waters over the
equilibration time of the ocean—from decades to millennia
depending upon location—and is, therefore, complementary
to other estimates of water‐mass formation that focus on
seasonal and interannual timescales [e.g., Khatiwala et al.,
2002]. While water‐mass formation rates have been previ-
ously estimated on a regional basis, such as the Southern
Ocean [e.g., Orsi et al., 1999, 2002], we produce a map on a
global scale where the relative contributions are assessed
in a consistent framework. Furthermore, we emphasize that
TMI produces an estimate of effective formation, the net
effect of formation and destruction, which is the relevant
quantity for assessing global inventories on climatic time-
scales. As expected, important sites for filling the ocean
exist in the North Atlantic, Weddell Sea, and Ross Sea
(Figure 2). A prolific band of source regions also exists
around the Antarctic Circumpolar Current, near 55°S, in
accord with the documented importance of Subantarctic
Mode Water and Antarctic Intermediate Water in ventilating
the Southern Hemisphere [e.g., McCartney, 1977; Piola and
Georgi, 1982]. Even though these Subantarctic waters have
a relatively low density, they are irreversibly mixed with
waters originating from the Antarctic region and upwelled
waters originating from the North Atlantic. Once mixed,
their journeys throughout the world ocean are intertwined
and, thus, relatively light waters can have a significant
presence at great depths [Worthington, 1981]. The estimated
high contribution from regions of the Arctic, such as the
Barents Sea, is sensitive to the assumed depth of the mixed
layer. Note that contact with the atmosphere does not nec-
essarily imply complete equilibration with overlying atmo-
spheric conditions so that water properties may be indicative
of exchanges at multiple locations, though for purposes of
specificity we focus on the most recent exchange.
[11] While the interior ocean is made up of waters from

many different surface sites, just a few property combina-
tions may explain much of the ocean interior, as recognized
by many previous water‐mass studies [e.g., McCartney and
Talley, 1982; Johnson, 2008]. A major issue is the choice
of the properties themselves and interpreting what they
mean. Here, TMI permits calculation of the most represen-
tative properties for a particular surface region, where the
“effective endmembers” are given by the surface concentra-

tions weighted by the volume filled by each location.
Splitting the surface ocean into 7 regions (given by Figure S2
in the auxiliary material), we find that the North Atlantic
surface region is characterized by ! = 2.64°C and S = 34.88,
while the Antarctic region is ! = −1.31°C and S = 34.62,
values that are similar to those traditionally used to describe
NADW and AABW (see Table 1 for a complete list of
endmembers). To determine how well the 7‐region solution
can explain interior tracer distributions, we propagate the
endmember values into the interior by use of the regional
water‐mass fraction maps of Gebbie and Huybers [2010].
The TMI method with 11,113 surface sites explains 99.8%
of the global temperature variability below 1000 meters
depth, while the 7 endmember solution explains 74.6%, an
adequate amount for many applications. For salinity, 96.6%
of the variance is explained by the 11,113 surface sites,
whereas 91.1% is explained by the 7 endmembers. Although
a large number of surface sites fill the ocean, the number
of property combinations that are needed to explain the
majority of ocean tracer variability is much smaller.

4. Power‐Law Description of Ocean Filling

[12] The percentage of water filled from a given surface
site clearly depends on the spatial resolution of the dataset,
so our results are discussed in terms that take surface area
into account. We estimate that 85% of the ocean volume
originates from 15% of the global surface area, a ratio
reminiscent of the 80–20 rule‐of‐thumb (or Pareto principle)
in statistics. When TMI is applied to the dataset that is
block‐averaged at 4° horizontal resolution, the estimate is
very similar at 86%–14%. To display the spatial pattern of
how the ocean is filled, we introduce an equivalent thick-
ness, d, defined as the filled volume of the interior ocean
divided by the area of a given surface patch. By definition,
the average d across all surface points equals the average
depth of the ocean. When ranked from largest to smallest,
the equivalent thickness filled from successive surface
patches follows a simple power‐law distribution,

dn ¼ don"p; ð1Þ

where do equals 9.2 × 107 m, the dn are arranged from largest
to smallest, and n ranges from 1 to 11,113. Equation (1) is
known as a Zipf distribution [Newman, 2005], and a max-
imum likelihood estimate [Clauset et al., 2007] gives p =
1.09 ± 0.03 (Figure 3, top). The estimate is statistically valid
for the first 1,250 points, i.e., n = 1250 (black line in Figure 3,
top). The distribution of dn falls off more rapidly than n−p for

Table 1. The Effective Endmembers That Fill the Ocean Averaged Into 7 Regions, and the Fraction of Ocean Property Variability Below
1000 Meters Depth That They Explaina

ANT NATL SUBANT NPAC ARC MED TROP 11,113 7

! [°C] −1.31 2.64 5.09 5.43 −0.89 16.38 17.35 99.8 74.6
Sal. [] 34.62 34.88 34.25 33.25 34.45 38.03 35.43 96.6 91.1
d18O [VSMOW] −0.20 0.27 −0.21 −0.55 0.03 1.37 0.46 81.7 78.3
PO4[mmol/kg] 2.11 0.84 1.62 1.41 1.09 0.13 0.45 99.1 98.8
NO3[mmol/kg] 29.7 12.9 23.7 18.1 7.6 1.6 4.7 99.2 99.1
O2[mmol/kg] 283 308 279 291 332 239 233 99.0 98.2

aThe seven regions are the Antarctic, North Atlantic, Subantarctic, North Pacific, Arctic, Mediterranean, and Tropics (see auxiliary material for a map).
The last two columns on the right‐hand side indicate the percent variance explained for each property using the full TMI solution with 11,113 distinct
origination sites, and that explained using seven effective endmembers. Note that PO4, NO3, and O2 fractions are computed in both cases using the
nonconservative effects estimated from TMI, whose importance accounts for the uniformly high fraction of variance explained.
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n > 1250. One could also fit the 100 most important points
with a power law with a shallower slope closer to p = 1,
although it does not have the statistical significance of
our first fit. Repeating the analysis at 4° × 4° resolution
results in a similar distribution once differences in surface
area are accounted for (see Figure S3 in auxiliary material),
reflecting the scale invariance associated with power‐law
processes.
[13] Some further insight into the controls upon the equiv-

alent thickness distribution can be obtained from a simple
tracer model containing an advective two‐dimensional over-
turning cell and horizontal diffusion. The model produces a
power‐law scaling in equivalent thickness similar to that of
the observations (Figures 3, middle and 3, bottom). The
power‐law slope is a function of the model’s Peclet number;
for example, decreasing the rate of advection relative to dif-

fusion increases the breadth of surface sources entrained in
downwelling fluid and gives a flatter distribution of dn.
Entrainment of diffusively mixed ambient fluid is expected
from dynamical studies of ocean convection [Jones and
Marshall, 1993] and gravity currents [Hughes and Griffiths,
2006]. Even if the advective velocity field indicates a small
sinking region, it is possible to have a wide range of con-
tributing surface regions.

5. Discussion and Conclusions

[14] The interpretation of the ocean as being filled by just
a handful of sinking regions [Stommel and Arons, 1960;
Stommel, 1962] was an idealized construct, and there is
observational evidence for at least a few tens of waters that
fill the ocean [e.g., Gordon, 1974; Talley and Raymer, 1982;
McCartney and Talley, 1982; Hanawa and Talley, 2001;
Yashayaev and Clarke, 2008]. Nonetheless, numerical tools
for dealing with more than ten water masses have been
lacking, essentially requiring observational studies to assume
just a few surface regions contribute to filling the interior
[e.g., Stuiver et al., 1983; Matsumoto, 2007]. Here we
quantify how the ocean is filled at 2° resolution through the
inversion of most of the available ocean tracer data. Prior to
this work, only numerical models [Haine and Hall, 2002;
Primeau, 2005] or data assimilation products [e.g., Schlitzer,
2007] could provide a picture of how the ocean is filled at
this resolution.
[15] Furthermore, we find that the volume filled by each

surface box generally follows a power‐law distribution, when
ranked from highest to lowest. The shallow slope of the
power law, which we suggest is set by the ratio of advective
and diffusive processes, indicates that the ocean is filled from
a broad number of surface locations. Specifically, 15% of the
ocean surface fills 85% of the interior. Nonetheless, it is
possible to describe much of the variability in interior prop-
erty distributions using small numbers of property combina-
tions due to regional homogeneities. The power‐law scaling
of ocean filling is rather simple given the various controls
upon water formation, including brine rejection in polar
regions, gravitational instability of deep water formation in
subpolar regions, and wind‐induced subduction in the sub-
tropics. It will be useful to explore the degree to which this
power law holds in the presence of changes in ocean ener-
getics, stratification, and bathymetry. The more detailed
quantification of the relationship between surface properties
and the interior composition of the ocean should also facil-
itate study of how variations in interior water‐mass proper-
ties [e.g., Johnson et al., 2007] relate to surface climate.
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2

The total matrix intercomparison (TMI) method [Gebbie and Huybers, 2010] seeks the

steady-state circulation that best fits modern-day tracer climatologies. The datasets include the

WOCE tracer climatologies of temperature, salinity, phosphate, nitrate, and oxygen [Gouretski

and Koltermann, 2004], as well as the GISS oxygen-18/oxygen-16 isotope ratio climatology

[Legrande and Schmidt, 2006]. The search for a steady-state circulation is formalized as the

least-squares problem of minimizing a sum of squared misfits between estimated and observed

tracer distributions,

J = (Ex−y)T (Ex−y)+µT F [x], (1)

where x is the state vector, y contains a suite of tracer observations, E is a matrix that maps

the state vector onto the observations, T is the matrix transpose, µ is a Lagrange multiplier

vector, and F [x] = 0 is the steady-state circulation constraint. The Lagrange multiplier term

enforces the steady-state circulation requirement. Similar formulations have been used in the

past [Schlitzer, 2007].

1. The steady-state circulation

First, we show a novel way to formulate the steady-state constraint and to solve for the

steady-state circulation. In steady-state, a conservative tracer concentration in an interior box

must be a linear combination of the tracer concentrations in neighboring boxes:

co =
6

∑
i=1

mici (2)
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where the summation goes to 6 because there are 6 neighbors in three dimensions, and mi is

the volume (or nearly equivalently, mass) fraction from each neighboring box. In the case that

a tracer is nonconservative, a source term must be added to the right hand side. This tracer

equation can be rearranged such that all the terms are on the left hand side and the equation is

equal to zero. Appending one equation for each interior point, we arrive at the operator F [x],

where the state vector x now includes all of the tracer distributions and the mi mass fraction

values.

The operator F is highly nonlinear as the state vector unknowns multiply each other. If

we linearize about the observed tracer values, which is possible because we have complete

gridded datasets for the tracers, then it is possible to solve for the mass fraction values between

all interior boxes. To solve this subproblem, we have a non-negative least squares problem at

every interior location, and it is set up so that there are seven constraints (tracer conservation

equations plus mass conservation) and, at most, seven unknowns (6 mass fractions plus a

nonconservative source term). The local sub-problem appears to be mathematically well-posed.

In practice, some tracer information may not be independent, and thus we use a tapered

and weighted least squares method to seek the the circulation with the minimum amount of

diapycnal mixing that still fits the observations. The additional constraint is specified as a

tapering of the least-squares solution, where the strength of the tapering is determined by the

signal-to-noise ratio in the tracer observations [Hansen, 1992]. This approach regularizes the

TMI matrix to produce a unique solution for the global pathways and guards against overfitting

noise in the observations.

Putting all of the mi values together, we form a linearized steady-state matrix, F.
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Multiplying the matrix by a vectorized tracer distribution, Fc, gives the imbalance from

steady-state. If we append surface boundary conditions to F, we obtain the TMI pathways

matrix A, discussed in Gebbie & Huybers (2010). Obtaining A is the first step of a 2-step

inversion process.

There are a number of intricacies in finding A successfully. First, provisions must be made

along the seafloor to connect broken or unresolved property tongues owing to the small spatial

scales of dense water overflows, mid-ocean fracture zones, and episodic property transport. In

particular, bottom flow is parameterized for those boxes poorly described by their immediate

neighbors by searching over successively larger bottom areas for potential sources, beginning

with a 2◦ radius and then incrementally increasing up to 16◦, which we will show is sufficient

to describe all bottom points in the datasets employed here.

Second, the ocean is not in a strict steady state. To minimize the influence of seasonality,

we apply TMI to observations that represent late wintertime conditions by requiring that the

ocean be well-mixed above the seasonally-maximum mixed-layer depth, reflecting the fact that

this depth is most indicative of the properties transmitted into the ocean interior [Stommel,

1979]. Here we use the properties found at the base of seasonal mixed layer in order to define

the surface properties that get transmitted into the ocean interior [Stommel, 1979]. A further

issue is that disequilibrium between the surface and deep ocean is expected due to both natural

ocean-atmosphere variability and anthropogenic changes [Johnson and Orsi, 1997; Huang

et al., 2003; Curry and Mauritzen, 2005; Levitus et al., 2005; Jacobs, 2006; Gouretski and

Koltermann, 2007]. Water-mass properties have changed in time [Yashayaev and Clarke,

2008], suggesting that TMI may not follow property tongues to their exact surface origin, but
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the properties of different ocean basins are far more distinct than any observed changes in the

instrumental record, suggesting that the solution will not be strongly biased. We proceed with

the steady-state assumption as a provisional first-order description of the ocean, subject to

posterior checks of the extent that non-steady behavior has distorted the solution.

The surface boundary conditions must be interpreted correctly. Note that contact with the

atmosphere does not necessarily imply complete equilibration of a water type with overlying

atmospheric conditions so that water properties may be indicative of exchanges at multiple

locations, though for purposes of specificity we focus on the most recent exchange.

2. Estimating tracer distributions

It is necessary to determine if the global cost function has been sufficiently minimized. To

determine whether the steady-state pathways are consistent with the tracer climatologies, we

formulate a subset of the global cost function for each tracer type:

Jc = (Ec− cobs)
T (Ec− cobs), (3)

where c is a vectorized tracer distribution with observations cobs, and all tracers have been

rendered independent by the linearization step above. The computation of Jc, however, involves

uncertain surface boundary conditions. If changes to the surface boundary conditions are

expressed as a control vector u, the steady-state circulation can be represented as:

Ac = d+Γu, (4)

where d is a vector that contains the surface boundary conditions and interior sources and sinks

and Γ is a matrix that maps the control vector into the proper parts of d.
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Inverting equation (4) and substituting into (3), we have:

Jc = (EA
−1

d+EA
−1Γu− cobs)

T (EA
−1

d+EA
−1Γu− cobs). (5)

We can redefine the terms and write J solely as a function of u:

Jc = u
T

Hu+2f
T

u+ r
T

r, (6)

where

H = ΓT
A
−T

E
T

EA
−1Γ, f

T = ΓT
A
−T

E
T

r, r = EA
−1

d− cobs. (7)

Taking the partial derivative of Jc with respect to u and setting to zero, we can solve for the u,

and hence c, that best fits the data:

u =−H
−1

f. (8)

A first test is to see whether the estimated temperature, salinity, δ18O, phosphate, nitrate,

and oxygen fields are within their expected observational tolerances. In this case, the E matrix

above is replaced with the identity matrix because we have complete gridded datasets. We find

that all of the tracers are estimated within the published error estimates. After normalizing to

make the expected J value for each tracer to be 1, we find that J equals 0.34 for temperature,

1.46 for salinity, 0.02 for δ18O, 0.32 for phosphate, 0.67 for nitrate, and 1.22 for oxygen (see

Fig. S1). The δ18O dataset provides a rather weak constraint because of the large published

errors relative to the water-mass signal [Legrande and Schmidt, 2006]. The actual error in δ18O

is probably smaller than we have used, so the overfitting of the data is not as bad as the J value

makes it appear.

The TMI method allows the estimation of tracer distributions which were not used to

obtain the A matrix, such as δ13C. The use of withheld data to check the estimated steady-state
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pathways represents a more stringent test, obviously. In this case, E transfers the δ13C vector c

from the WOCE hydrographic climatology grid onto the locations of the withheld data, cobs.

Figure 1 of the main manuscript shows the results of this test, where the standard deviation of

the misfit between estimated and observed carbon-13/carbon-12 isotope ratio is 0.2 per mil, an

acceptable value.

3. Diagnosing water-mass pathways

If c is set to one in a surface patch of interest and zero elsewhere, the global distribution of

the tracer c is found by inverting A, i.e., c = A
−1

d. In practice, A
−1 is not explicitly computed,

but an LU factorization is used to calculate the product of A
−1 and any vector. The resulting

tracer distribution indicates the fraction of mass that has originated from that surface location

[Khatiwala et al., 2001; Haine and Hall, 2002].

The ability to accurately distinguish waters originating from nearby regions can be

assessed by comparing the 2o and 4o resolution solutions. We find that the total amount of

volume originating from the regional patches defined by Gebbie and Huybers (2010) is similar

to within 2% between the two solutions, with the only exception being the ratio of Ross to

Weddell Sea Waters. While the total amount of Antarctic Water is the same in both solutions,

36% of the global total, the breakdown of Weddell to Ross Sea Waters is different. In the

2◦ solution, Ross Sea Water is the origin of 20% of the global volume, but the 4◦ solution

indicates that the Ross Sea is the origin of just 14% of global volume. In general, we find that

zonal averages are insensitive to the resolution of the datasets.
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4. Adjoint method for the surface origination map

Following the diagnosis of a water-mass pathway, the total volume of the interior ocean

originating from a given surface box is then calculable as the sum of the volume of each box

multiplied by the mass fraction dye tracer c:

V = v
T

c, (9)

where v is a vector of the volumes of each grid box. To make a global map of the amount of

ocean volume originating from each location, one needs to calculate a complete c distribution

for each of the 11,113 surface locations.

Substituting the value of c from the forward model equation, i.e., c = A
−1

d into (9), we

get:

V = v
T

A
−1

d. (10)

Now the sensitivity of V to changes in the boundary conditions can be solved with one

inversion of the transpose of A:

∂V
∂d

= A
−T

v, (11)

where −T refers to the inverse transpose of the matrix and the partial derivative is equal to Vtot

in the main text. The terms of the resulting sensitivity vector that correspond to the surface give

the change in volume for a given change in the surface boundary condition. This is exactly a

map of the volume of the global ocean that has originated from each of the surface locations.

This equation can also be found by the method of Lagrange multipliers (or an adjoint method),

whereby we also arrive at the inverse of the transpose A matrix being important. This equation

can be solved in just one matrix-vector product, a more efficient means of obtaining sensitivity
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information. This calculation is used to produce the results shown in Figure 2 of the main text.

5. The distribution of water masses and its sensitivity to spatial resolution

and noise

The distribution of water masses is easily diagnosed by taking the elements of ∂V/∂d

above that correspond to surface locations, then sorting them by relative size. The distribution

is computed by using both the WOCE hydrographic climatologies at 2◦ and 4◦ horizontal

resolution. When the 2◦ distribution is downscaled to 4◦, the results are very similar (Fig. S3),

and it appears that the solution characteristics are not a strong function of resolution.

Figure 3 of the main manuscript finds a near ’-1’ power law in the distribution of surface

contributions. A simple tracer advection-diffusion model of an overturning circulation suggests

a possible explanation. The simple setup is two-dimensional in the -yz plane with 25× 25

gridpoints. A simple streamfunction has all of the downwelling occurring along the boundary

with upwelling occurring everywhere else. We find that the slope of power law is proportional

to the Peclet number. In essence, the power law provides an estimate of the entrainment that

occurs during the downwelling limb of the overturning circulation.

Two other robustness tests are worthy of note. In an experiment in which uncorrelated

noise with the magnitude of observational error is added to the actual observations, the first

step (local step) of the TMI method cannot find a viable steady-state circulation to explain

the data in over 50% of the points. This is contrast to the observations without additional

noise, where the local step can satisfy the observations without error in over 99% of locations.

Even though most of the local inversions are further out of balance than acceptable (in the
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noise-added case), we can nonetheless proceed to the second step of a global inversion. Here

we find, after completing the second step, that the reconstructed tracer fields are little perturbed

by the additional noise. Apparently, the global inversion is able to filter out much of the local

noise. These results hold the further opportunity that we can likely identify how far out of

balance the present ocean circulation is. We also note that the ocean climatologies have been

extensively averaged, and this likely makes it easier for TMI to find a steady-state solution.

In a second test, we used synthetic tracer data produced by S. Khatiwala from a

steady-state version of the MIT General Circulation Model [Khatiwala et al., 2005], with a

known water-mass distribution that was treated as the “truth”. Applying the TMI method to

the synthetic observations, we recovered the GCM-modeled water-mass decomposition with

an error of less than 5% in the deep ocean, and not larger than 10% in the upper ocean. The

results of these tests suggests that the TMI method is robust.

Acknowledgment. We thank an anonymous reviewer for simplifying the derivation of the adjoint

calculation for surface origins.
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Figure 1. Histograms of the misfit between the TMI surface-boundary solution and observations for

potential temperature (top left), salinity (top middle), δ18O (top right), phosphate (bottom left), nitrate

(bottom middle), and oxygen (bottom right). In all cases, the misfits have been divided by the published

error in the climatological tracer fields and are reported in standard deviations.
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Figure 2. Ocean surface divided into seven surface regions (ANT = Antarctic Water, NATL = North

Atlantic Water, SUBANT = Subantarctic Water, NPAC = North Pacific Water, ARC = Arctic Water,

MED = Mediterranean Water, TROP = Tropical and subtropical waters).
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Figure 3. Comparing the distribution of water masses as calculated at 4◦ horizontal resolution (black

dots) and as calculated at 2◦ resolution (red dots). The volume of the global ocean originating from each

surface site is plotted in order of importance. The ranking of points is put into percentile to facilitate the

comparison of the two resolutions.


